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Abstract—We derive bounds on the expected capacity and
outage capacity of a three-node relay network for UWB com-
munications. We also provide a simple tight approximation
for the derived upper bound on the capacity and then using
this bound we obtain the outage probability of the network.
Numerical results show that a significant improvement in the
system capacity and outage probability is obtained by adding
a relay node. Moreover, our theoretical results reveal that the
diversity gain of a relay channel substantially increases by using
UWB links instead of NB links. We also derive these bounds
when we have a constraint on the total transmitted power of the
source and the relay nodes.

Index Terms—UWB channel, relay channel, expected capacity,
outage capacity, outage probability, power constraint.

I. INTRODUCTION

ULTRA-WIDEBAND (UWB) radio is a promising tech-
nology to meet the recent interest in low-cost, low-

power, and low-latency wireless links for short range com-
munications. However, such systems face major challenges
to achieve a desired level of reliability and throughput. In
wireless networks, diversity techniques are used to improve
link reliability. In meshed communication networks, diversity
can be achieved by cooperative transmission [1], [2].

The simplest cooperative network is the three terminal relay
network. Many capacity bounds for the relay channel have
been derived for a flat fading channel [3], [4], [5]. Motivated
by [5], we study bounds for a frequency-selective block-fading
UWB channel [6]. Note that for our model (bounded codeword
lengths) Shannon capacity can be used in the framework of
outage and expected capacities (the expectation is carried out
with respect to the random channel state) [7].

Cooperative diversity was studied in [8] for relaying over
slow Rayleigh fading channels focusing on outage perfor-
mance at low SNR. The term outage refers to the event that
the channel state cannot support a required data rate. Outage
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C. F. Mecklenbräuker is with the Vienna University of Technology and the

ftw. Telecommunication Research Center, both in Vienna, Austria.
This paper was presented in part at the Asilomar Conference on Signals,

Systems, and Computers, October 29-November 1, 2006.
Digital Object Identifier 10.1109/TWC.2009.080682

capacity was shown to be achievable by a modified “bursty”
amplify–forward protocol without prior channel knowledge at
the receivers. Following [8], we consider outage probability
as a suitable performance limit indicator, especially in slow
fading channel and short codeword length. Achievable rates
using amplify-and-forward (AF) with network training are
analyzed in [9] for narrow– and wideband relaying over
frequency-selective fading channels. Large scale wireless sen-
sor networks using efficient flooding are investigated in [10].
Therein, it is shown that the upper bound on the probability of
decision error at the fusion center can decrease exponentially
with increasing the number of nodes.

Here, we compute upper and lower bounds on the expected
and outage capacities1 of a simple relay network with realistic
UWB links. Using these results we subsequently obtain a
closed form lower bound on the outage probability. Further,
we allow the total available transmit power of the source and
relay to be optimally split between the nodes and study the
resulting capacity bounds. The paper is organized as follows:
Sec. II defines the relay network and UWB channel model.
Upper and lower bounds on the capacity are derived in Sec. III.
In Sec. IV, we present a lower bound on the outage probability
of the system. We derive upper and lower bounds on the above
capacities while we have a constraint on the transmitted power
in Sec. V. Finally, we evaluate these bounds numerically in
Sec. VI and provide the conclusion in Sec. VII.

Notation: The mutual information rate is denoted by I(·)
and the differential entropy by h(·). We use bit as the unit
of information and all logarithms are defined with base 2.
The superscripts (·)∗ and (·)T are used to denote complex
conjugate and transpose, respectively. The operators E{·},
�{·}, and var(·) are expectation, real part, and variance,
respectively. We use �x� to denote the largest integer value
≤ x.

II. SYSTEM MODEL

Consider the UWB-linked relay network, in which the
source S wants to transmit a UWB signal to the destination
D (via link1) with the assistance of a relay R. Imposing a
K-block delay-constraint on the system requires that the data
transmission occurs in frames of K-blocks. Data is encoded
(by a codebook of size K) and transmitted as an impulse-
based UWB signal by the source. The relay node receives the
UWB signal from the source perturbed by multipath fading

1We actually obtain bounds on the achievable rates. For simplicity we will
refer to these as bounds on the capacity.

1536-1276/09$25.00 c© 2009 IEEE



2266 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 8, NO. 5, MAY 2009

and additive white Gaussian noise (link2). Then, it decodes
the received signal and transmits an auxiliary UWB signal
(via link3) for aiding the data transmission from the source to
the destination, using a set of relay functions which depend
only on the past received signals at the relay [3]. Finally,
the destination observes a superposition of the UWB signals
from the source and the relay, and jointly processes all its
observations to infer the data which was initially encoded by
the source. Throughout the paper, we assume that all nodes are
perfectly synchronized and also CSI is available at receiving
terminals only.

We adopt the multipath channel model specified by the
IEEE 802.15.4a group for the evaluation of the physical layer
of UWB [6]. The impulse response of this model is [6]

h(t) = β̃

L−1∑
�=0

M−1∑
m=0

am,�e
jφm,�δ(t − T� − τm,�), (1)

where T� and τm,� represents the cluster and ray arrival times,
and they follow Poisson distribution and mixtures of two
Poisson distributions (with mixing factor β), respectively. The
factor β̃ jointly models the pathloss, shadowing, and antenna
insertion loss. The distribution of the gain of the mth path
in the �th cluster, i.e., am,�, is Nakagami with parameter
m [11], which is modeled as a lognormally distributed random
variable and finally the phase φm,� is taken as a uniformly
distributed random variable from the range [0, 2π]. The detail
of joint probabilistic model of these parameters is tabularized
in [6]. In our analysis, we assume that the receiver is capable
of capturing all multipath components. We know that if the
transmitter sends a block of K symbols (x0, . . . , xK−1)T

through the above UWB channel, the receiver will observe
(y0, . . . , yK−1)T [12]

yi =
K′−1∑
k=0

gkxi−k + zi (i = 0, . . . , K − 1) (2)

where zis are zero mean complex additive white Gaussian
noises, K ′ is the ISI length due to the multipath fading, and
gks are related to the channel impulse response as

gk =
∑

i,�:�di,�/Ts�=k

β̃ai,�e
j(φi,�−2πfcdi,�). (3)

In this equation, di,l = Tl + τi,l, and Ts = 1/W , where
W is the channel bandwidth, and fc is the center frequency.
We assume a block fading channel in which the channel
coefficients, i.e., gks, remain constant during a block of length
K symbols and change independently from a block to another
one [12]. This is a good assumption for a UWB application,
as its channel is under-spread. In [12] and [13] a frequency-
domain model of the above UWB channel which is obtained

by taking DFT from both sides of (2) is introduced. If
X = (X0, . . . , XK−1)T and X ′ = (X ′

0, . . . , X
′
K−1)

T denote
the K-point DFT of the transmitted UWB signals from S to D
and R to D, respectively and similarly, Y = (Y0, . . . , YK−1)T

and Y ′ = (Y ′
0 , . . . , Y ′

K−1)
T represent the DFT of the received

signals at D and R, then using this frequency domain model
we formulate the input–output relation S → R and S → D
as

Y ′
k =

√
KG

(2)
k Xk+Z ′

k,

Yk=
√

KG
(1)
k Xk+

√
KG

(3)
k X ′

k+Zk, (k = 0, . . . , K − 1).(4)

Here, Zk ∼ CN (0, N) and Z ′
k ∼ CN (0, N ′) are independent

zero mean complex additive white Gaussian noise for the kth
received sample. The vectors G(n) (n = 1, 2, 3) are the DFT
of vectors of complex baseband channel coefficients g(n) =
(g(n)

0 , . . . , g
(n)
K−1)

T related to each link.

III. UPPER AND LOWER BOUNDS ON THE EXPECTED AND

OUTAGE CAPACITIES

In this section, we first derive the upper and lower bounds
on the UWB channel capacity with a relay node for fixed chan-
nel coefficients. These results are the basis for the subsequent
parts.

A. Upper Bound

The upper bound on a K-block delay constrained capacity
of a relay channel has been derived in [3] as

C≤ max
p(X,X′)

min

{
1
K

K−1∑
i=0

I(Xi, X
′
i; Yi),

1
K

K−1∑
i=0

I(Xi; Yi, Y
′
i |X ′

i)

}
(5)

This bound is the tightest upper bound known to the authors. If
we proceed similarly to [5], we can express this bound in terms
of the power constraints and the UWB channel coefficients. In
Appendix A, we have derived an upper bound for each of the
mutual information terms in (5). Using these bounds ((A.2)
and (A.6)), an upper bound on the capacity of our network
when the UWB channel coefficients are known is obtained.
This upper bound is given by (6) shown at the bottom of the
page. In this equation, ρi � E{XiX

′
i
∗}/Es and the parameter

Es is the signal energy per complex baseband sample. We have
also assumed that the source and relay nodes transmit their
signals with equal energies, namely |Xk| = |X ′

k| =
√

Es.

B. Lower Bound

A lower bound on the capacity is given by [3]

C ≥ max
p(X,X′)

min

{
1
K

K−1∑
i=0

I(Xi, X
′
i; Yi),

1
K

K−1∑
i=0

I(Xi; Y ′
i |X ′

i)

}
(7)

C ≤ max
ρ0,...,ρK−1

min

{
1

2K

K−1∑
i=0

log
(

1 +
KEs

N

(∣∣∣G(1)
i

∣∣∣2 +
∣∣∣G(3)

i

∣∣∣2 + 2�
{
G

(1)
i G

(3)∗

i ρi

}))
,

1
2K

K−1∑
i=0

log
(

1 + K

(
Es

N

∣∣∣G(1)
i

∣∣∣2 +
Es

N ′

∣∣∣G(2)
i

∣∣∣2)(
1 − |ρi|2

))}
. (6)
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C ≥ 1
2K

max
ρ0,...,ρK−1

min

{
K−1∑
i=0

log
(

1 +
KEs

N ′

∣∣∣G(2)
i

∣∣∣2 (1 − |ρi|2
))

,

K−1∑
i=0

log
(

1 +
KEs

N

(∣∣∣G(1)
i

∣∣∣2 +
∣∣∣G(3)

i

∣∣∣2 + 2�
{
G

(1)
i G

(3)∗

i ρi

}))}
. (8)

C ≤ max
ρ0,...,ρK−1

min

{
1
2

log

(
1 +

Es

N

K−1∑
i=0

∣∣∣G(1)
i

∣∣∣2 +
∣∣∣G(3)

i

∣∣∣2 + 2�
{
G

(1)
i G

(3)∗

i ρi

})
,

1
2

log

(
1 +

K−1∑
i=0

(
Es

N

∣∣∣G(1)
i

∣∣∣2 +
Es

N ′

∣∣∣G(2)
i

∣∣∣2)(
1 − |ρi|2

))}
. (10)

The maximization is over the selection of joint probabil-
ity mass function. So similar to the previous part, at first
we have derived an upper bound on I(Xi; Y ′

i |X ′
i) in Ap-

pendix A ((A.8)). Now, from (A.2) and (A.8) in Appendix A
and considering that these upper bounds are achieved by
choosing (Xi, X

′
i) to be jointly Gaussian with correlation

coefficient ρi, we simultaneously maximizes both mutual
information terms. So the lower bound given in (8) is easily
obtained.

C. Expected Capacity and Outage Capacity

The expected capacity is defined as Cexpected = E{C}where
the expectation is taken over all channel realizations. Using
the upper and lower bounds on C obtained in (6) and (8),
respectively, the bounds on the expected capacity are obtained.
The p% outage capacity is defined as [14]

Coutage(p) = max{C0} subject to P{C≥C0}≥1 − p. (9)

where C is the delay constrained capacity conditioned on
a specific channel parameter realization. The bounds on the
outage capacity are obtained similarly as obtained for the
expected capacity.

IV. OUTAGE PROBABILITY ANALYSIS

In this section we use the law of large numbers to express
and approximate the upper bound on the capacity of the UWB
channel with a relay node, derived in the previous section, in
a very simplified form. Then, using this bound we obtain the
outage probability.

A. Approximation for the Upper Bound (6)

By using Jensen’s inequality, the upper bound (6) can
be written as (10). As K is a very large number, we
can approximate the term �

{∑K−1
i=0 G

(1)
i G

(3)∗

i ρi

}
with

�
{
K E

{
G

(1)
i G

(3)∗

i ρi

}}
. For the time-domain channel co-

efficient defined in (3), we have E {gk} = 0. As G(n) is the

DFT of g(n), we conclude that E

{
G

(n)
i

}
is zero, too. Also

G
(1)
i and G

(3)
i are independent, so E

{
G

(1)
i G

(3)∗

i ρi

}
= 0 and

the effect of ρi’s in the first term of the upper bound in (10)
vanishes. Therefore (10) is maximized when ρi = 0 (i =

0, ..., K − 1). Considering this fact and also Parseval’s rela-

tion
∑K−1

i=0

∣∣∣G(j)
i

∣∣∣2 =
∑K−1

i=0

∣∣∣g(j)
i

∣∣∣2 =
∑K′

j−1

i=0

∣∣∣g(j)
i

∣∣∣2 j =
1, 2, 3, where K ′

j is the ISI length for jth link, we obtain

C ≤ min

⎧⎨⎩1
2

log

⎛⎝1+
Es

N

⎛⎝K′
1−1∑

i=0

∣∣∣g(1)
i

∣∣∣2+K′
3−1∑

i=0

∣∣∣g(3)
i

∣∣∣2
⎞⎠⎞⎠,

1
2

log

⎛⎝1+
K′

1−1∑
i=0

Es

N

∣∣∣g(1)
i

∣∣∣2+K′
2−1∑

i=0

Es

N ′

∣∣∣g(2)
i

∣∣∣2
⎞⎠⎫⎬⎭.(11)

From the SV (Saleh-Valenzuela) model for the UWB channel
described in (1), if a pulse with duration T is transmitted,
we receive the signal until TL−1 + τM−1,L−1 + T , where
TL−1 + τM−1,L−1 is the delay of the last ray in the last
cluster. Therefore K ′ = TL−1+τM−1,L−1+T

T , which is a random

variable with mean
L−1
Λ +(M−1)

(
β

λ1
+ 1−β

λ2

)
T +1, where Λ is the

cluster arrival rate, λ1 and λ2 are the ray arrival rates, and β

is the mixing factor as defined in (1). Since g
(j)
i is the sum of

the taps of link j which appear in the interval [iT, (i + 1)T )
and since T is typically less than the arrival time between
the clusters and the rays in each cluster, with a good approx-

imation we can assume
∑K′

j−1

i=0

∣∣∣g(j)
i

∣∣∣2 
 1

PLj

∑
m,� a

(j)
m,�

2

where PLj is the pathloss of the jth link. In fact it is assumed
that β̃ (defined in (1)) models only the pathloss effect and the
effect of shadowing and antenna insertion loss in β̃ is ignored.
Therefore

C ≤ min

⎧⎨⎩1
2

log

⎛⎝1 +SNR

⎛⎝∑
m,�

a
(1)
m,�

2
+

PL1

PL3

∑
m,�

a
(3)
m,�

2

⎞⎠⎞⎠ ,

1
2

log

⎛⎝1 +SNR

⎛⎝∑
m,�

a
(1)
m,�

2
+

N

N ′
PL1

PL2

∑
m,�

a
(2)
m,�

2

⎞⎠⎞⎠⎫⎬⎭. (12)

where SNR � 1
PL1

Es

N is the received signal to noise ratio
of the direct link between the source and the destination.
In Appendix B, we have computed E

{∑
m,� a2

m,�

}
. Using

the results of this Appendix and applying Jensen’s inequality
again, the upper bound on the expected capacity of the relay
network with UWB links is fully expressed versus UWB
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channel parameters as

Cexpected ≤ min
{

1
2

log
(

1 + SNR
(

A1 +
PL1

PL3
A3

))
,

1
2

log
(

1 + SNR
(

A1 +
N

N ′
PL1

PL2
A2

))}
, (13)

where

Ai = ξi exp
(

(ln(10))2

200
σ2

cluster,i

)
κLOS

i

·φ
′Mi

i − 1
φ′

i − 1
μ′

ie
L̄i(μ

′
i−1) − 1

μ′
i − 1

for i = 1, 2, 3 (14)

The variable L̄i denotes the mean number of clusters, Mi is
the number of rays in each cluster, and σcluster,i is the cluster
shadowing variance of link i (i = 1, 2, 3). The parameters ξi

and φ′
i are associated with the ray arrival rates and intra-cluster

decay time constant and μ′
i is related to the inter-cluster arrival

rate and decay time constant of link i. The coefficient κLOS
i

depends on whether or not a line-of-sight (LOS) connection
between the transmitter and receiver of link i exists. These
terms are completely specified in the Appendix B.

B. Outage Probability

1) Special case 1 (Direct Link): As a first step in the calcu-
lation of outage probability of the UWB communication with
a relay node, we consider a channel with mutual information

I =
1
2

log

⎛⎝1 + SNR

⎛⎝∑
k,�

a2
k,�

⎞⎠⎞⎠ . (15)

This can be interpreted as a mutual information of a simple
UWB link with channel coefficients ak,� (corresponding to the
kth ray in �th cluster) which have Nakagami distribution with
parameters mk,� and Ωk,� fully defined in [6] and also in Ap-
pendix B. In our outage analysis, we compute the probability
of outage conditioned on the arrival time of the received paths
and Nakagami-m factor. Then, to derive the unconditional
probability we take the expected value of the conditional
probability. The sum of independent Nakagami coefficients
in power terms in (15) can be approximated by an equivalent
gamma distribution with the following parameters [15]

Ωe 

∑

�

∑
k

Ωk,�, me 
 (
∑

�

∑
k Ωk,�)

2∑
�

∑
k

Ω2
k,�

mk,�

. (16)

Therefore the outage probability is computed as

Pout = P{I<R} = P

{
z <

22R − 1
SNR︸ ︷︷ ︸
zth

}
=

γ
(
me,

mezth

Ωe

)
Γ(me)

, (17)

where z �
∑

k,� a2
k,�, Γ(·) is the gamma function, and γ(·, ·)

is the lower incomplete gamma function.
The diversity order is a performance measurement which

indicates how the slope of the probability of outage as a
function of SNR changes. To compute the diversity order, we
consider high SNR regime and use the identity γ (a, b) =∫ b

0 ta−1e−tdt = a−1bae−bM(1, a + 1, b), where M(., ., .)

is the confluent hypergeometric function with the following
expression [16]

M(1, a + 1, b) = 1 +
1

(a + 1)
b +

1

(a + 1)(a + 2)
b2 + . . . (18)

So with a good approximation Pout can be rewritten as

Pout = k0

(
1

SNR

)me

+ k1

(
1

SNR

)me+1

+ k2

(
1

SNR

)me+2

+ . . . (19)

with 0 < k0 ≤ k1 ≤ k2 ≤ ... . Now, it is obvious that at high
SNR the first term on the right hand side of (19) is dominant.
Thus, we obtain me-fold diversity gain, where me is defined
in (16). If all the received paths have had the same Nakagami
distribution parameters, namely Ωk,� = Ω0 and mk,� = m0,
then we would have the diversity gain of m0LM .

2) Special case 2: For the next step, consider a channel
with mutual information

I =
1
2

log

(
1 + SNR

(L1−1∑
�=0

M1−1∑
k=0

a2
k,�︸ ︷︷ ︸

z1

+α

L2−1∑
�=0

M2−1∑
k=0

a′2
k,�︸ ︷︷ ︸

z2

))
, (20)

where ak,� and a′
k,� are Nakagami distributed random variables

which are independent and α is a constant. Then z1 and z2,
defined in (20), have a gamma distribution with parameters
(m1, Ω1) and (m2, Ω2), which are obtained using (16). The
probability of outage for this channel is

Pout = P{z1 + αz2 < zth} = L−1

(
Φz1+αz2(−s)

s

) ∣∣∣∣∣
zth

= L−1

(
Φz1(−s)Φz2(−αs)

s

) ∣∣∣∣∣
zth

(21)

where zth has been defined in (17), L−1 is the inverse Laplace

transform, and Φzi(s) =
(
1 − s Ωi

mi

)−mi

for i = 1, 2 [17]. We
can also use the approximation given in (16) to approximate
z1+αz2 with a gamma distributed variable z′ with parameters

m′ 

(
(Ω1 + αΩ2)

2
)/(

Ω2
1

m1
+ α2 Ω2

2
m2

)
and Ω′ 
 Ω1+αΩ2.

Then, the probability of outage is easily approximated as

Pout =
γ
(
m′, m′zth

Ω′

)
Γ(m′)

(22)

which gives us a diversity gain of m′. In a situation that all of
the paths are Nakagami variables with similar parameters Ω0

and m0, and α = 1, then Ω1 = L1M1Ω0 and m1 = m0L1M1.
Similarly Ω2 = L2M2Ω0 and m2 = m0L2M2 and therefore
m′ = m0 (L1M1 + L2M2).

3) UWB Channel with a Relay Node: An upper bound on
the capacity of the UWB communication with a relay node has
been derived previously in (12). This bound is the minimum
of two mutual information terms

I1 =
1
2

log

⎛⎝1+ SNR

⎛⎝∑
k,�

a
(1)
k,�

2
+

PL1

PL3

∑
k,�

a
(3)
k,�

2

⎞⎠⎞⎠
� 1

2
log (1 + SNR (u1 + α3u3))
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I2 =
1
2

log

⎛⎝1+ SNR

⎛⎝∑
k,�

a
(1)
k,�

2
+

N

N ′
PL1

PL2

∑
k,�

a
(2)
k,�

2

⎞⎠⎞⎠
� 1

2
log (1 + SNR (u1 + α2u2)) , (23)

each with their own outage probability Pout1 and Pout2.
In (23), ui (i = 1, 2, 3) is a gamma distributed variable
with parameters Ωi and mi which are computed using (16),
α2 � N

N ′
PL1

PL2
and α3 � PL1

PL3
. Based on Pout1 and Pout2, the

overall system performance is evaluated [18]

Pout ≥ P{min(I1, I2) < R}
≥ max (P{I1 < R}, P{I2 < R})
= max(Pout1, Pout2) (24)

where Pout1 and Pout2 are computed using (22). The amount
of diversity gain is at most min(m1, m2). An improved lower
bound is given by (25) which is obtained by eliminating the
second inequality in (24). In this equation, Γ(., .) is the upper
incomplete gamma function [16].

C. Performance Comparison

In this section, we explore some comparisons by consider-
ing the upper bound on the capacity of UWB channel with
a relay node (12) and those of the UWB channel without a
relay node and a narrowband channel with a relay node.
An upper bound on the capacity of a relay network with
narrowband links is easily obtained as

CNB ≤ min
{

1
2

log
(
1 + SNR

(
|hsd|2 +

PL1

PL3
|hrd|2

))
,

1
2

log
(
1 + SNR

(
|hsd|2+ N

N ′
PL1

PL2
|hsr|2

))}
. (26)

where hsd, hrd and hsr are the channel coefficients between
S-D, R-D and S-R, respectively.

From (12) and (26), an improvement when using UWB
links comes from the diversity gain

(∑
m,� am,�

2
)
. In the

UWB channel, extremely large bandwidth (> 1 GHz) enables
the receiver to resolve a large number of paths. This multiple
reception gives a diversity gain as we have observed in the
previous section and leads to a more reliable system. We
observed in section IV-B3 that the maximum diversity gain
of the UWB communication with a relay node is equal to
the minimum of two diversity gains which related to the
combination of the relay links with the direct link between
the source and the destination (24). This value is equal to
m0L1M1 + min (m0L2M2, m0L3M3) in the case of same
Nakagami distribution parameters for three links and ignoring
the pathloss effect. Considering high pathloss, this value is
reduced to min (m0L2M2, m0L3M3) ((24) and (22) with
large α) which is still substantially more than the diversity

gain of at most 2 for the relay network with NB links [13].
The first differences between the UWB communication with

and without a relay node is also in their diversity gains. In fact
the UWB channel without a relay node corresponds to the
channel which its mutual information was given in (15) and
its diversity gain expressed in(19), while adding a relay node
leads to a system with higher diversity gain((24)). To get some
insight on the amount of increase in the diversity gain, con-
sider a relay network with the links with similar Nakagami dis-
tribution parameters and ignore the pathloss. As stated before,
the diversity gain of m0L1M1 +min(m0L2M2, m0L3M3) is
obtained for the UWB channel with a relay node; while this
value degrades to m0L1M1 when the relay node does not
exist. It must be noticed that at high pathloss, where the former
reduces to min(m0L2M2, m0L3M3), the diversity gain of the
two cases is comparable. However, there still exists another
advantage over the communications without a relay node. To
this end, we apply Jensen’s inequality to (12) and assume that
the power of all paths of these three links are the same. So, it
can be realized that adding a relay node to the UWB channel
provides a power gain of min

{
1+ PL1

PL3
, 1+ N

N ′
PL1

PL2

}
. This

power gain allows the source and the relay nodes to reduce
their transmit powers for the same received SNR level [13]
and it is very significant in the low SNR regime where UWB
is supposed to work.

V. CAPACITY WITH A CONSTRAINT ON THE

TRANSMITTED POWERS

In the previous sections, we assumed that the source and
relay nodes transmit their signals with the same energy,
namely |Xk| = |X ′

k| =
√

Es. In order to have a fair
comparison with the UWB channel without a relay nodes,
in this section we assume that the sum of the source and
relay signal energies per complex baseband sample is equal
to Es. This total energy needs to be split in such a way that
maximizes the achievable rate of the system. Let the parameter
α denote the fraction of the energy allocated to the source, and
hence 1−α is the fraction of the energy allocated to the relay,
namely |Xi|2 = αEs and |X ′

i|2 = (1 − α)Es. To compute
the aforementioned capacities, while we have this constraint,
we proceed exactly as we have done in Appendix A and
compute upper bounds on I(Xi, X

′
i; Yi), I(Xi; Yi, Y

′
i |X ′

i),
and I(Xi; Y ′

i |X ′
i) considering this constraint. So the upper and

lower bounds on the K-block delay constrained capacity of the
UWB-relay network with fixed channel coefficients which are
given by (27) and (28) are obtained. Using these equations, we
can derive the bounds on the expected and outage capacities as
it has been done in sections III-C. We can also apply similar
approximation as what we used in IV-A to obtain simple upper
bound. In the situation that the total powers of the paths
in three links are the same, this approximation leads to the

Pout ≥ P{min(I1, I2) < R} = P{(I1 < R) ∪ (I2 < R)} = 1 − P{(I1 ≥ R) ∩ (I2 ≥ R)}

=
γ
(
m1,

m1zth

Ω1

)
Γ(m1)

−
∫ zth

0

fu1(u1)
Γ
(
m2,

m2
Ω2

zth−u1
α2

)
Γ(m2)

Γ
(
m3,

m3
Ω3

zth−u1
α3

)
Γ(m3)

du1 (25)
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C ≤ max
α,ρ0,...,ρK−1

min

{
1

2K

K−1∑
i=0

log
(
1+

KEs

N

(
α
∣∣∣G(1)

i

∣∣∣2+(1 − α)
∣∣∣G(3)

i

∣∣∣2+2
√

α(1 − α)�
{

G
(1)
i G

(3)∗

i ρi

}))
,

1
2K

K−1∑
i=0

log
(

1 +
αKEs

NN ′

(
N ′

∣∣∣G(1)
i

∣∣∣2 + N
∣∣∣G(2)

i

∣∣∣2)(
1 − |ρi|2

))}
. (27)

C ≥ max
α,ρ0,...,ρK−1

min

{
1

2K

K−1∑
i=0

log
(
1+

KEs

N

(
α
∣∣∣G(1)

i

∣∣∣2+(1 − α)
∣∣∣G(3)

i

∣∣∣2+2
√

α(1 − α)�
{
G

(1)
i G

(3)∗

i ρi

}))
,

1
2K

K−1∑
i=0

log
(

1 +
αKEs

N ′

∣∣∣G(2)
i

∣∣∣2 (1 − |ρi|2
))}

. (28)

optimal power allocation of αOpt. 
 PL2

PL2+ N
N′ PL3

. That is by

moving the relay node toward the destination, more power is
allocated to the source, namely α → 1. On the other hand,
when the relay node moves to the source α → 0, the relay
node transmits with more power compared with the source.

VI. NUMERICAL RESULTS

In this section, we present some numerical results for the
derived bounds on the expected and 10% outage capacities and
the system outage probability. We consider a NLOS scenario
in a residential environment with 3 GHz bandwidth and center
frequency of 6 GHz. The values of the channel parameters
have been taken from [6]. In our plots, we have considered
the pathloss as a function of distance and ignored its frequency
dependency

PL(d) = PL0 + 10n log10

(
d

d0

)
, (29)

where the reference distance d0 is set to 1 m, PL0 is the
pathloss at the reference distance and n is the pathloss
exponent, which also depends on the environment and whether
or not LOS exists. The distance d1 between the source
and the destination has been set to 3 m, and we assume
that the relay is moved along a direct line between them.
Furthermore, it is assumed that the transmitted powers by the
source and the relay nodes are at most equal to the maximum
allowed power for the UWB systems which is stipulated by
FCC (−41.3 dBm/MHz). Assuming the noise power spectral
density of −114 dBm/MHz, the received SNR at distance 3 m
for the above scenario becomes 2.1 dB. Finally in the plots we
have assumed equal average fading power of 1 for three links
(averaged over all the different random processes).

Fig. 1 depicts the lower bounds (LB) on the expected and
10% outage capacities of our network and compares these
capacities with the capacity of a UWB channel without a relay
node. In this figure, the relay node is exactly in the middle
between the source and the destination. As can be realized,
significant increase in the expected and outage capacities is
obtained using a relay node. For example at SNR = −4 dB
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Fig. 1. Lower bounds on the expected and 10% outage capacities of a
UWB-linked relay network vs. SNR.

we have more than five fold increase in the expected capacity2.
This superiority is more for the outage capacity. It must
be noticed that when SNR decreases, as expected both the
outage and expected capacities decrease; but the amount of
improvement in both capacities substantially increases by
using a relay node. In the other words, the improvement is
more considerable in the low SNR regime, where the UWB
is supposed to operate.

In Fig. 2, the effect of the relay’s position and the individual
quality of each link on the capacity are demonstrated. This
figure presents the expected capacity for different noise level
differences Δ = N − N ′ at a bandwidth of 3 GHz and SNR
of 2.1 dB, where N and N ′ are defined in (4). As this figure
shows, there is an optimum point for the position of the
relay between the source and the destination, in which the
capacity is maximized. It can be seen that the shape of the
resulting bound on the capacity is not symmetric. According
to (5), the capacity is the minimum of the two expressions
for mutual information I(Xi, X

′
i; Yi) and I(Xi; Yi, Y

′
i |X ′

i).

2Note that to provide numerical bounds on the capacities in units of
“bit/channel use”, we must divide the results for the system with a relay
node by 2. This is due to the fact that when utilizing a relay node, we are in
fact using the channel twice, while without a relay the channel is used just
once.
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Fig. 2. Upper and lower bounds on the expected capacity of a UWB-linked
relay network vs. relay’s distance from the destination.

The left branch of the expected capacity curves are attributed
to I(Xi; Yi, Y

′
i |X ′

i), whereas the right part is mostly due to
I(Xi, X

′
i; Yi). In the case of an equal signal to noise ratio on

all links, i.e., Δ = 0 dB, this optimum point for the expected
capacity is at d = 1.5 m. Also it can be observed that by the
decrement of the relay’s noise, the capacity increases and the
relay’s optimum position moves towards the destination. Fig. 2
also shows that the derived upper and lower bounds are tight
specially when the relay is not too near to the destination.

We investigate the effect of applying the constraint on the
total source and relay powers on the expected capacity in
Fig. 3. The lower bound on the expected capacity and the
optimum fraction of the power allocated to the source for
different value of Δ are plotted in Figs. 3(a), 3(b) respectively.
We have also presented the lower bound on the expected
capacity for constant α = 0.5 and Δ=0 dB. This comparison
is fairer compared to the results of Fig. 2, since the total power
transmitted toward the destination is the same for both with
and without relay nodes. Here, the capacity increases by a
factor of 2.9 when the relay node is in the middle of the
source and destination (for similar situation, but without power
constraint, it was 3.7 (Fig. 2)).

Next, we consider a scenario in which the distance between
the source and the destination (d1) varies from 1 m to 5 m
(Fig. 4). It is assumed that the source transmits its signals with
the same power for different values of d1 (with the maximum
allowed power for UWB communication by FCC). Also relay
node is exactly in the middle between the source and the
destination. As we expect, at the constant SNR, the capacity
of UWB channel (with and without a relay node) decreases
when d1 increases. We can also observe that the amount of
improvement when using a relay node increases with d1. For
example at the distance d1 = 1 m the capacity improves by a
factor of 1.6 when we have a relay node, while for the case
of d1 = 5 m we have more than seven fold increase in the
capacity using a relay node.

Fig. 5 shows the derived lower bounds on the outage
probability of the UWB communication with and without
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Fig. 3. Lower bounds on the expected capacity of a UWB-linked relay
network vs. relay’s distance from the destination with a constraint on the
transmitted power. a) Expected capacity, b) Corresponding αOpt..

a relay node. To examine the accuracy of the analytical
expression derived for the outage probability and confirm
the theoretical analysis, simulation results obtained by Monte
Carlo method are also provided in this figure. In these plots
we set R = 1 bps/Hz. The superior outage probability
performance of the UWB communication with the aid of a
relay node over that without a relay node is obvious in this
figure. This improvement increases as SNR increases. Also it
can be observed from Fig. 5 that the simulation results follow
the analytical results obtained in section IV-B.3.

VII. CONCLUSION

We computed bounds on the expected and outage capacities
of a three-node relay network with UWB links versus channel
coefficients and transmitted powers. We also developed a
simple tight approximation for the derived upper bound on
the capacity which was the basis for the outage probability
analysis. It was shown that the diversity gain of a relay channel
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increases significantly by using UWB links instead of NB
links. Furthermore, the bounds on the capacity of the network
were derived when there was a constraint on the transmitted
powers of the source and relay node.

APPENDIX A

A. Upper Bound on I(Xi, X
′
i; Yi)

The mutual information I(Xi, X
′
i; Yi) is expressed through

the difference between entropies h(Yi) and h(Yi|Xi, X
′
i). An

upper bound on the entropy h(Yi) is obtained similar to [5]
as

h(Yi) ≤ E

{
1

2
log(2πe var(Yi))

}
≤

1

2
log

⎛⎝2πe

(
KEs

(∣∣∣∣G(1)
i

∣∣∣∣2+∣∣∣∣G(3)
i

∣∣∣∣2)+2KEs�
{
G

(1)
i G

(3)∗
i ρi

}
+N

)⎞⎠
(A.1)

where ρi � E{XiX
′
i
∗}/Es and the parameter Es is the signal

energy per complex baseband sample. The second term, i.e.,
h(Yi|Xi, X

′
i) is equal to 1

2 log(2πeN) [19]. So an upper bound
on I(Xi, X

′
i; Yi) is obtained by

I(Xi, X
′
i; Yi) ≤

1
2

log
(
1+

KEs

N

(∣∣∣G(1)
i

∣∣∣2+∣∣∣G(3)
i

∣∣∣2+ 2�
{
G

(1)
i G

(3)∗

i ρi

}))
.

(A.2)

B. Upper Bound on I(Xi; Yi, Y
′
i |X ′

i)

We know that

I(Xi; Yi, Y
′
i |X ′

i) = h(Yi|X ′
i) + h(Y ′

i |Yi, X
′
i)

−h(Yi, Y
′
i |Xi, X

′
i). (A.3)

The upper bounds for the first two terms on the right hand
side are as follows

h(Yi|X ′
i) ≤ 1

2
log

(
2πe

(
E{|Yi|2}− |E{YiX

′
i
∗}|2

E{|X ′
i|2}
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=

1
2

log
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2πe
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KEs
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∣∣∣2(1 − |ρi|2
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,(A.4)

and

h(Y ′
i |Yi, X

′
i) ≤

1
2
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We also know that h(Yi, Y
′
i |Xi, X

′
i) = 1

2

(
log (2πeN) +

log (2πeN ′)
)
. Therefore

I(Xi; Yi, Y
′
i |X ′
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1
2
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(A.6)

C. Upper Bound on I(Xi; Y ′
i |X ′

i)

As we know I(Xi; Y ′
i |X ′

i) is equal to the difference be-
tween h(Y ′

i |X ′
i) and h(Y ′

i |Xi, X
′
i). But

h(Y ′
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i) ≤
1
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log
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and h(Yi|Xi, X
′
i) = 1

2 log(2πeN ′). Therefore

I(Xi; Y ′
i |X ′

i) ≤
1
2

log
(
1 +

KEs
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i
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(A.8)

APPENDIX B

In this appendix, we compute the expected value of∑
m,� am,�

2 versus UWB channel parameters, where for
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notational simplicity the index i which stands for the ith
link has been suppressed. The channel coefficient am,� has
Nakagami distribution with parameters mk,� and Ωk,� =

1
γ�[(1−β)λ1+βλ2+1]e

(
− τk,�

γ�

)
e

(
−T�

Γ

)
10

Mcluster
10 , in which T� is

the arrival time of the �th cluster and τk,� is the arrival time
of the kth ray in the �th cluster relative to the cluster arrival
time T�. Mcluster is a zero mean normally distributed variable
with standard deviation σcluster , γ� and Γ are the decay rates
and mean energy of each cluster and λ1, λ2 and β are defined
in (11). So

E

{
L−1∑
�=0

M−1∑
m=0

|am,�|2
}

= E
L,T�,τm,�,...

{
E

am,�

{
L−1∑
�=0

M−1∑
m=0

|am,�|2
}}

= E
L,T�,τm,�,...

⎧⎨⎩∑
�,m

ζ�e
− τm,�

γ� e−
T�
Γ

⎫⎬⎭, (B.1)

where ζ� � 1
γ�[(1−β)λ1+βλ2+1]10

Mcluster
10 . In the second step,

we take the expectation with respect to τm,�. To this end, we
rewrite τm,� as τm,� =

∑m
j=1 εj,�, where εj,� is the interarrival

time between rays j and j − 1 in the �th cluster [20] (note
that by definition τ0,� = 0). Then it can be easily observed
that εj,�s are i.i.d random variables with probability density
function of p(εj,�) = βλ1e

(−λ1εj,�) + (1− β)λ2e
(−λ2εj,�). So
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where φ′
� = βλ1

λ1+1/γ�
+ (1−β)λ2

λ2+1/γ�
. Even though, γ� is found

to depend linearly on the arrival times of the clusters; but in
the parametrization that is based on some measurements, its
slope usually takes the value of zero [6]. So we can assume
that γ� = γ0 and omit the dependency of ζ� and φ′

� to �.
Now we take the expected value respect to T�. Similar to
the previous step, let εj which is modeled as an exponential
random variable with parameter Λ, denotes the time interval
between clusters j and j − 1. We have T� =

∑�
j=0 εj (note

that here ε0 = 0 if we have LOS scenario else it obeys the
exponential distribution).

E
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= E
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}
(B.3)

where μ′ = Λ
Λ+1/Γ . Now by taking the expected value respect

to the rest parameters we obtain

E

{
L−1∑
�=0

M−1∑
m=0

|am,�|2
}

=ξ exp
(

(ln(10))2

200
σ2

cluster

)
κLOS

·φ
′M − 1
φ′ − 1

μ′eL̄(μ′−1) − 1
μ′ − 1

(B.4)

where ξ � 1
γ0[(1−β)λ1+βλ2+1] and κLOS is equal to 1 for

LOS connection and equal to μ′ for NLOS connection. Now

considering (B.4) and applying Jensen’s inequality to (12),
the upper bound on the K-block delay constrained expected
capacity of a relay network with UWB links is completely
expressed versus UWB channel parameters.
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