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Abstract— In this paper, we introduce several EM-
based multiuser detectors for an optical CDMA system.
The detectors have two soft and hard stages. 1n soft stage,
a soft estimation of the interference is ¢blained by solving
an unconstrained maximum-likelihood (ML) problent via
iterative Expectation-Maximization (EM) algorithm.
Then, the hard stage detects the user information bit by
solving a one-dimensional Boolcan constrained problem
conditioned on knowing the interference. Qur results
reveal that the proposed detectors have very low
complexity and robust against changes in parameters.
Moreever, the numerical results illustrate that despite of
their simplicities, our detectors substantially outperfornt
other well-known suboptimuin detectors, such as mmlti-
stage and decorrefating detectors,

Index Terins—-Optical CDMA networks, multiuser and
blind detection, interference cancellation.

L. TNTRODUCTION

N any multiple-access systemn, the available

resources are shared in some ways among all active
users. In code division multiple access (CDMA)
systems all resources in principle are available to all
users, simultaneousty. The users are distinguished
from each other by user specific sighature sequence
(PN sequence). In a {iber optic network, CDMA is
considered as a viable multiple-access technique due
1o s ability to establish an asynchronous and robust
multiple access systern for a number of users.

In {1}, Saleli proposed opiical orthogonal codes
(00Cs) as  spreading codes for  intensity
medulation/direct detection (IM/DD) optical CDMA
networks, which yield low crosscorrelation and out of
phase autocorrelation, and therefore suitable for high
speed asynchronous networks using  conventional
correlation detectors [2]. The cotrelation detector,
which has a very low complexity, i5 optimal for a
single user system. However, as the number of
simultancous users increases, the simple correlation
detector perlormance seriously degrades. This is due
to the fact that the correlation detector does not take
into account the existence of multiple-access
interlerence (MAD and treats them as a noise.

In order to overcome this deficiency, Verdd [3]
proposed optimal multiuser detector. which is a
maximum-likelihood (ML}  detector  for  an
equiprobable channel input dala. The optimum
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detector, which is the solwion of a Boolean
constrained ML problem, provides a performance
comparable 1o thal of a single user sysiem, but at the
expense of a computational complexity that is known
to be NP-hard. Therefore, the optimum detector is in
general oo complex for practical optical CDMA
sysfems, even with a moderate number of users. To
citcumvent the complexity problem, much efforts have
been devoted 1o developing suboptimum receivers.

In this paper, we propose several suboplimum
multiuser detectors for an opticat CDMA system. In
order fo reduce the complexity of the optimum
receiver, we first solve an wiconsirained ML problem
on R, in which the symbols can take any positive real
value (solt decision stage). We then use these soll
decisions as an estimate of the interference and solve a
ong dimensional Boolean constraint ML problem,
conditioned on knowing the interference. This stage
called hard decision stage. By applying (his approach,
several new multiuser detectors are introduced.

For solving the unconsirained ML problem, we use
the expectation maximization (EM) algorithim. This
akgorithm provides an iterative approach to likelihood
based parameter estimation where direct maximization
of the likelihood function may not be feasible 7).
Previous studies on the applications of EM algorithm
for muitiuser detection in CDMA systems, in the best
knowledge of the authors, have been in radio
frequency domain. In this paper, we use EM algorithm
for the iterative soft decision stage as deseribed above,
Mumerical tesults show that only a few iterations are
required for practical convergence of the EM
algorithm in our applications.

The rest of this paper is organized as follows.
Section 1l describes the system nodel for an optical
CDMA  network.  Section (11 introduces several
multiuser deteciors with two soft and hard stages, in
which the soft stage utilizes the EM algorithm. Finally,
numerical results are presented in Section IV, and a
conclusion is then given in Section V.

Throughout this paper, scalars are lowercase,
vectors are boldfaced lowercase, and mafrices are
boldfaced nppercase. The notation (8) and (0) are used
for soft and hard estimation operators, respectively.

! R, ={[x],| x=&}. Throughout this paper the noiion [x],

implies that if x > 0 then [x] ~x else [x] =g, where =15 5 small
positive number near zera,
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IT. SySTEM MODEL

We consider an intensity modufation/direct detection
(IM/DD) optical CDMA network with Af users. Bach
user uses an onfoff keying (OOK) modulation for
transmitting mdependent and equiprobable binary data
over a common optical channel, The signature
sequence is OOC with property (F, w, A, iy, where
F is the signature code length {or processing gain,} and
w is the weight of codes.

Let b= {0,1} be the transmitted bit of the jth user
at /th bit interval and c;={ei, ... € ,... ¢ |7 be its
signature code. Then the received intensity signal can

te written as
roM

)= 2y Ablk I —IT-7)+2, 1
PN
where 2, and 7.e[0,7) are the signal strength and the
relative transmission delay of user /, respectively. The
term A, represents the dark current effect. [1(r) is a
rectangular waveform with amplitude one and duration
T.

For simplicity of presentation, the system is assumed
synchronous. The generalization to the asynchronous
case is straightforward and will not be considered here.
For a synchronous system, & more convenient form of
(1) is in discrete vector notation as follows

x={X,% X, ]" =ACb+ A,u, )
where C=[c¢ €2 ...cu], b=[M bz ...0y]% and A=diag(l,,
Aa...., Aa) represent the signature sequences matrix,
users bits vector, and users power matrix, respectively,
and u denotes a vector of all one. Also x; is the
received intensity at chip interval j, for j=12,.. F.
Note that in a fiber optic system, the background noise
is weak, and thus it is negiected in (2). Fig.1 shows an
equivalent discrete model of this network, Received
signal is passed through photo detector. We usually
expect a Poisson process at the output of a photo
detector, That is if the photo counts collected from a
chip position j is denoted by y;, then 3y s can be
modeted as Poisson random variables, i.e.,
y = [}",y,_.,...,_v,.]r = Poisson(x), (3}

where x is given by (2).

The correlation detector for user i detects the nser’s
bit based on the following decision rule

oy 20, (4}
where 1 is a threshold which depends on the user
power and dark current intensity. This simple detector
is optimal only in a single user system. The ML
detector decides based on the following rule {3]

t‘;:' o i L.(h),
g L0 ®

® Even though we use the OOC as signature code for
petfornance  evaluation of our proposed detector, any  other
signature code can be used as well.
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Fig. 1, The discrete model of an vptical COMA system.

where

L, (b)=log f(¥}b), (6)
is the log-likelihood function and Ayjb) denotes the
density function of y conditioned on b. This detector
ncidentally is identical to the MAP detector for an
equiprobable channel input data. The computational
complexity of this detector is known to be NP-hard.
Several suboptimum multiuser detectors for mitigating
the complexity of the optimum receiver have been
proposed. These detectors mostly have the following
structure

i
Ysy,$, (M
i=l

where s; s are the weighting coefficients. In this
structure, those chips observing stronger interference
are weighted smaller compared to the other chips.

I}, MULTIUSER DETECTION

ln this section, we propose several EM-based
multiuser detectors, which contain two seft and hard
stages. The soft stage is implemented iteratively using
EM algorithm. We describe the soft and hard decision
stages in part A and B, respectively. In part € we
summarize some advantages of the new detectors.

A Soft decision stage

in this stage, we relax Boolean constrained in (3)
and assume that the ransmitted bits vector b belong to
RY. With this assumption, the log-likelihood function,
ie, LgW), is concave [5] and bounded below,
therefore it has only global maximum that can be
found via BEM  algorithm, and in  sequel the
convergence to the global maximuom is guaranteed [7].

Fig.2 shows a new equivalent mathematical model
for the network. Note that the models of Figs.1 and 2
are equivalent if we set

M

Z&;)""l.r :Z’d’ (B)

=l
where A7 is the dark carrent assigned to the ith user.
The photo counts of each user, ie, n={N,
Nz, Ne]', plays the role of the complete data, where
N represents the photo counts due to ith user collected
at jth chip interval. The whole complete data is
represented by z={N,r}, where N=[m; n; ] 1s photo
counts matrix with the cotumns as described above,



IEEE 7" Int. Symp. on Spread-Spectrum Tech. & Appl., Prague, Czech Republic, Sept. 2-5, 2002
P!

n =N Ny A -‘\’»:]]

Fig. 2. The camplete data for the EM based multiuser detector.

and r=[ri, r=..., 7¢]" is the photo counts vector due to
7. The observable data (incomplete data) is refated to
the complete data with the following many to one
mapping

vy EYN, + (9)

the EM algorithm is implemented in two steps,
expectation and maximization, as folow,
The E-step is defined by O function
0, 4, |, AN = £, (6. 2) 1y L2,
where L{b, 1)) = log fiz| b, 1,).
By taking the expectation, we simply obtain
062,10 A = T Y ¢ la loa(h A, + A1) - hA)

FR

, (L)

for j=02..F.

(1

(the symbol “=" denotes the equivalent up to a
constant term which is independent from b}, where in
appendix A we show

e, B, + A2)

7] Jge (12)

oty = EIN |y, 5] = S
ZC jibr'l”j’f +4,
i=1

y Bixl }Jtﬂ
/3!' = EEI’II)’,h ]:_T__:-‘_‘_—yf' (!3)
Zc,lr'bflu‘li + A4,
i=l

Since the  function in (11} is a separable function of
by, ba,..., Bty A, the following probiem in the M-step:

T Gl T 7 Rk 31K

A = Mg:{’;‘; O(b, A, | DA, (14)

Aisks
has a closed form solution for b s and J,. After some
algebra, we obfain
F

Zq;icjr
?ymi o .y ,
) i i (15)
P

i"i[kq—l] _ izl
’ T
The equations (12), (13), (15}, and {16) can be used
iteratively to obtain the unconstraint ML sofution.

We can divide the dark current among the users, i.¢.,

0-7803-7627-7/02/517.00(C)2002IEEE

2 in (8), in twa ways as follows:
1) Case I: known dark current
When the dark-current intensity is known, we do the
following division
ho A
AP =2t )
“M ¢
In this case, the detector is implemented iteratively
using equations (12} and (15), and equations (13} and
{16} are not used, also (11) is modified as

e FoM ~ ~
op =X > e de, loghid ~b A1 (18)

=1 =L

;Z,:O.

2) Case II: unknown dark current

In this case, information symbols and dark current
must be estimated simultancously, and thus we set

A =0; A4, =4,. (19

Now the detector is implemented iteratively using
equations (12), (13), (15), and (] 6).
B. Hard decision stage

in this stage, the solution of the soft decision stage,
i.e. b, is converted onto a valid data point through a
suboptimum mapping, as follows. Interference at the

Jth chip of user { is estimated using the soft decisions
as:

- M-

I.=>cbi+1,,
W kz; KRR S (20)

k7P

where 4, can be replaced with Zy if the dark current is
unknown and must be estimated by (16). Then, the
user s bit is detected by solving the following one-
dimensional Boolean constrained ML problem

conditioned on having interference as (209

b= arg pugx log f(y | 1.5,) @)

where 1=[hi. [.... {u]. Solving the above problem
leads to

~ Ll ~
b, =arg max. ;CHE}’ Slogb A +T)-bAT.  (22)

C. Advantages of proposed derector

The propoesed detector has some crucial advantages
as tollows:

- Low complexity: there is not any comparison
required at soft decision stage. Only at hard decision
stage, M comparisons are required, one for each user.
Moreover, the numerical results show that two or three
iterations are sufficient for the EM algorithm
convergence.

- Unigue convergence: in contrast to the multi-
stage receiver, the performance of this detector does
not depend on the initiat estimation at first iteration,
and global convergence can be achieved for any initial
values.

- Robustmess: in this detector, the knowledge of the
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dark current intensity is not required and in fact the
dark current cin be estimated simulianeousiy,

- Blinduess: there is a very interesting result from
(12), (13}, and {15), as follows. I we want to decode
information bit of only one user, we do not need to
know the powers and bits of the interfering users,
separately. We actually need to estimate §=bJ,. By
substituting d; in (12), (13), and (15) we obtain

B A

(T i 23

e, 4, ¢
£=1
b= . ©4)
3"_(“1] - il (25)
! w
Now, the interference can be estimated as
- A .

[,r'i =k_zﬂc"k5’(+&d- (26)

Kei
The final hard stage can be implemented by Eq. (22).
This detector requires the same knowledge as required
by the decorrelating detector, even though, as our
simulation results indicate, it substantially outperforms
the decormrelating detector.

TV, NUMERICAL RESUILTS

1n this seciion, some numerical resulés are presented
to demonstrate the performance of our proposed
detectors. For simulation, we consider a chip
synchromous QOK-CDMA  with OOC  signature
sequence (200,3,1,1). The maximum number of user is
33 [1]. The bit error rates of the proposed deteciors are
obtained . by Monte Carlo simulation and then
compared with those of various previously proposed
detectors, namely the decorrelating, multi-stage, and
known interference  detectors. Note that  the
performance of the known interference detector is a
lower bound for the performance of the optimwin
detector {4]. Intensity of all users is asswmed to be
identical and the dark current intensity is chosen to be
0.1. As mentioned before, in our proposed detectors
the initial value of the ransmitted bits at soft stage can
be chosen arbitrary. In simulation, we have. however,
set the soft initial values of the other user bits equal to
half value of the desired user (user one) power.

It must be noted that although the average
performance of the system depends on the number of
simuitancous users, the performance at a particular
instance is dictated by the interference pattern, So, we
consider three interference patterns. First, we consider
weak inferference pattern in which only one
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Fig. 3. bit ervor probability of user one versus intensity for
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of the three marked chips of the desired user signature
code coflides with interfering pulses. In the second
pattern, we assume only two marked chips coilide with
interfering pulses, and in last pattern, we consider the
case in which all three marked chips will colhide with
interference pulses.

Figs. 3-4, present the plots of bit error rate versus
the user’s powers for cases 2-3, respectively. As can
be observed, for all cases, EM multiuser detector
substantially — outperforms  the multi-stage  and
decorrelating detectors.

in the above simuiations, we have assumed that the
dark current intensity is known. To investigate the
robustness of the above receivers, we have evaluated
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the performance of the detectors when the dark current
intensity is not known and must be estimated. Fig. 5
iHusirates the performance of the proposed detectors
for two cases, namely known and unknown dark
current  intensity. respectively. As expected, the
performance for the above two cases are almost the
same.

V. CONCLUSION

In this paper, we have introduced several multiuser
detectors for an optical CDMA systens based on EM-
algorithm. These detectors have two stages in which at
soft stage a sofl estimation of the interference is
obtained by solving an ungonstrained likelihood
function through M algorithm. Then, at hard stage by
solving a one-dimensional  constrained  Boolean
likelihood function conditioned on knowing the
interference, the input bit is detected.

The derived detectors have a  very  low
computational complexity and are robust against the
channel parameters variations. Our simulation resuits
have shown that the proposed detectors substantially
outperform the conventional, multistage, and
decorrelating  detectors  in the cases considered.
Moreover, the numerical results have indicated that at
the soft stage, only a few iterations are required for the
EM algorithm convergence.

APPENDIX A
Expectation computation
In this appendix, we derive the equation (12}, First,
the probability density function (pdfy of A,
conditioned on y; and b™* is computed. From Baye’s
formula, we have .

0-7803-7627-7/02/$17.06(C)2002[EEE

£ |, b (0 o)
_f(y}‘biﬂ}
By denoting the intensity at the jth chip position as

Sy, by = (A1)

A
1 :Ecﬁb}”/lt +4,, (A2}
i=l
and the intensity of desired user. user /, as
1 =cbMA + 2, (A3)
it can be easily shown that
—i. N
R
FO oy S (A4)
N
-1, g
e Y
Sty =—t, (A5)
and
) ¥y
. s i .ﬂ(]__]_i PTG
FO [N, =2 5 (A.6)
A (v, =N
By substituting these equations in (A.1), we obtain
Sy =0 e a=py A
o

where p=//I. Thus, N, conditioned on y; and 5 has a

hinomial distribution with parameter p. As a result, the

expectation of N; conditioned on v; and ¥ is as
E[‘l\fﬂ .V):,-b[”] = pyf .

and then (12) is derived.

(A.8)
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